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Abstract

With the increasing prevalence of GIS systems and the processing of spatial data, conversion of data
from one system to another has become a more serious problem. This report describes the approach
taken to arrive at a solution at the EROS Data Center.

The report consists of a main section and a number of appendices. The methodology is described
in the main section, while the appendices have system specific descriptions. The overall approach
is based on a central conversion hub consisting of a relational database manager and associated
tools, with a standard data structure for the transfer of spatial data. This approach is the best
compromise between the two goals of reducing the overall interfacing effort and producing efficient
system interfaces, while the tools can be used to arrive at a progression of interface sophistication
ranging from toolbench to smooth flow.

The appendices provide detailed information on a number of spatial data handling systems and data
structures and existing interfaces as well as interfaces developed with the described methodology.
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2 Introduction

Scientists and managers in the U.S. Geological Survey (USGS) and other Federal agencies are making
increasing use of geographic information systems (GIS’s) to assist complex decisionmaking processes.
This use has created a growing need to access geographic and cartographic data from a variety of
sources. However, building data bases for a specific GIS is difficult because the data that are needed
have been acquired and compiled for different purposes at different resolutions and projections
and have been stored in different data structures and formats. As stated in Nyerges, (1984, p77):
“The concerns for common data formats and geocoding conversions cut across all disciplines from
computer-assisted cartography to remote sensing. At this stage it is intractable, clumsy, and ineffi-
cient for diverse users to use a given data set. It is also difficult to assemble a data set from a variety
of sources for general use. The time has come to consider coordinated data systems which retrieve
data from the various archives and combine and deliver them to the users in a common format...”.

This report describes a solution to the problem of transferring data among the different systems
and subsystems at the EROS Data Center (EDC) that support vector data. It is based upon
experiences gained with EDC’s various GIS’s using data from a variety of sources, on cooperative
projects between USGS and other Federal agencies. The report describes a methodology that has
been developed to handle the problem of interfacing, provides a description of the various GIS and
support systems used to prepare and handle vector data, and describes the current status of the
interfaces among these systems.

2.1 Definitions
For the purposes of this report the following definitions hold:

o Support system - The spatial data handling software and interfaces available at the EROS
Data Center.

® Vector support system - The vector data handling aspect of the support system.

e System - Basic building block of the support system. A major software package, usually
associated with a vendor or certain hardware.

e Subsystem - A set of distinct capabilities with a common orientation within a system.

e Module - An executable system unit, mostly with a single functional capability.



o Communication - The process by which data are transferred from one system to another so
that the receiving system can correctly process the data according to the sending system’s
original specifications without misinterpreting the intent of the data.

o Vector format - The word vector refers to a type of spatial data arrangement whereby the data
are encoded in coordinates (or addresses) relative to the vertices of a graph. Point data can be
considered a degenerate case of this arrangement. The word format refers to the way in which
this type of data is arranged on a computer accessible medium. Format may have both the
connotation of a certain type of data structure or it may refer to the sequential arrangement
of the data on a medium. In the former case the word format may be somewhat misleading.

e Data structure - The manner in which basic data elements are organized into units, the units
are organized into other units, and so on, and the relationships between these elements and
units.

Non-spatial data structures have a physical and a logical representation. Spatial data struc-
tures have an added dimension, the spatial representation, which can be partitioned according
to location and topology. Topology refers to the non-metric logical-spatial relationships among
the various features in the data structure (Fegeas, 1982), and it can therefore be viewed as the
intersection of the logical and spatial representation of the data structure. Attribute data, or
the links to attribute data, are also integral to handling spatial data because attributes are
related to the topology. Conversion of one spatial data structure to another must therefore
take into consideration the following properties of the data structures: (a) physical, (b) logical,
(c) logical-spatial (topological), (d) locational, and (e) attributal.

e Interface - A mechanism by which one data structure can be converted directly to another for
the purpose of communication between systems or subsystems.

e Data flow - A communication involving more than one interface.

e Interfacing system - A system designed as a buffer system between two other systems for the
purpose of allowing indirect communication. This implies that the communications with the
buffer system are designed specifically to accomplish the indirect communication.

2.2 Objectives

Using the above definitions, the overall goals of the investigation were: (a) to describe the current
status of the vector support system, and (b) to plan future development of this system. These were
accomplished through the following more specific objectives:

1. To assess the current state of the vector support system by describing and categorizing its
systems, interfaces and data structures (internal, as well as external).

2. To identify and categorize future capability and data product requirements for the vector
support system.

3. To suggest new systems and interfaces to meet these requirements.

4. To conduct research to find a systematic approach for the application of a variety of vector
data structures in the form of a generic solution to the interfacing problem.



Although objective 2 would a so include analysis and input and output issues, in the ensuing investi-
gation the focus was on data transfer and interfacing issues. From this perspective the investigation
considered elements of the vector support system that are at the EROS Data Center, and also
considered components that are important to NMD and other Department of the Interior (DOI)
agencies.

2.3 Workplan

The workplan for the investigation included the following elements:

1. Develop a base guideline for organizing the work and the results.

2. Identify and briefly describe the systems of the vector upport system, and external systems
peripheral to the vector support system.

3. Identify and concisely d¢scribe each of the vector data structures and each relevant peripheral
external vector data str* cture.

4. Identify and describe e) sting interfaces.

5. Investigate and describe existing vector data structure interfacing methods and programs (out-
side the EROS Data Center) relevant to the support system.

6. Assess the feasibility of a generic approach to the solation of the interfacing problem and
conduct trial experiments, if necessary.

7. Identify requirements fi - future products and capabilities.
8. Suggest new systems to be acquired and interfaces to be developed.

9. Evaluate possible approaches and make recommendatiors based on advantages, disadvantages,
and effort required.

10. Complete final report.

2.4 Scope

The steps in the workplan can be assigned to two categories (1) description of current status, and
(2) development of methodok gy. The main body of this report is subdivided according to these two
categories, with primary empu asis on a description of the recommended methodology. In developing
this methodology, some new interfaces were created, thereby changing the status from how it existed
at the beginning of the study. Descriptions of systems, data structures and interfaces in existence at
the conclusion of the current phase of the vector data interface development at EROS Data Center
are provided in the appendices to the report.

With the large number of possible systems and interfaces that could be considered, some systems or
interfaces may have been excluded. Emphasis was placed on those systems that are used by, or are
of interest to the Department of the Interior; only those systems and interfaces of direct interest to
the Data Center have been fully described.



One has to take into consideration also the ongoing nature of the interfacing work at the EROS
Data Center. Many aspects remain to be realized and are awaiting practical testing.

Given these conditions, this report is far from complete, and probably never will be complete.
Conditions change too fast to obtain a complete picture at a given time. However, this report is
meant to be a useful starting point for an introduction to the world of data structures, systems
interfaces, and data flows, and to the EROS Data Center’s approach to this complex system. A
second function of this report, with continued updating, is to serve as a framework for organizing
information and knowledge gained in the course of the implementation of interfaces and data flows.

3 Current Status

To gain some insight into the data structure conversion and interfacing problem, it was necessary
to take stock of existing components of the vector support system. The components judged most
important were individual systems, data structures, interfaces, and data flows, each of which is
described in detail in this report.

In the following sections the rationale for the selection of the components is presented, and the
individual components are listed; detailed descriptions are found in the appendices to the report.

3.1 Systems

The systems that were judged relevant for inclusion in the study are described in the following
sections. These descriptions reflect the current status of the support system.

As with most GIS’s the software systems for the vector support system can be grouped into three
distinct classes: (1) operating-system software, (2) graphics, database, and statistical-support soft-
ware, and (3) applications-oriented software. These three classes can be thought of as concentric
rings, with the third class as the outer ring. Although the two inner rings are the foundation for
all other activities, they are beyond the scope of this report, and will be mentioned only where
appropriate.

The third ring can be divided into three segments: (1) input, (2) processing, and (3) output. These
categories will be used to classify the systems in this report. Some systems undoubtedly will have
components that qualify the system in more than one category, in which case its name will be listed
in each appropriate grouping.

Not all systems are of equal interest to the EROS Data Center, so a priority code is presented. All
systems of first priority are described in full detail, while others may be mentioned briefly, or not at
all. Systems may have different priorities in different categories.

The term “system” is rather flexible: a system can be a standalone system with its own user interface;
it may be a subroutine library that may be used by other systems, or it may be a collection of
programs that interface to the same database management system.



3.1.1 Imnput

The systems listed in table 1 can be used to capture digital data from hardcopy maps.

Table 1: Input Systems

SYSTEM PRIORITY
AGIS/GRAM
AMS
ARC/INFO
CRAIGES

GES
INTERGRAPH
ADS

AHDS

GIRAS

[y
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3.1.2 Processing

The systems listed in table 2 can be used to process and significantly change data structures and
contents of files in order to perform user invoked information, analysis, or restructuring functions.

Table 2: Processing Systems

SYSTEM PRIORITY
AGIS/GRAM
ARC/INFO
INTERGRAPH
LAS

MOSS
UCLGES
VDI(RIM)
GIRAS

RIPS

SDL /SGL
SURFACE II
AALRS
ALMRS
DCASS

GPPU

PIOS

TIGER

W WWOWOoWWNNNDN N = e et el et




3.1.3 Output

The systems listed in table 3 can be used to produce hardcopy map output. However, these systems
are more than general graphics systems and are generally oriented to providing GIS type hardcopy
graphics, such as maps and surface displays.

Table 3: Input Systems

SYSTEM PRIORITY
AGIS/GRAM
ARC/INFO
cos

CRAIGES

GES

GIMMS
INTERGRAPH
LAS

MOss

SDL /SGL
SURFACE II
VDI(RIM)

—t
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3.2 Data Structures

Table 4 is a list of data structures associated with the input, processing, and output systems. Some
data structures carry the same name as the system to which they pertain, in which case it represents
the internal data structure for that system.

Priorities assigned to the data structure are based on current or past uses of the data structure and
its importance to organizing interfaces and data flows at the Data Center.

The data structure MAP refers to a hardcopy map.



Table 4: Data Structures

NAME

PRIORITY

AGIS/GRAM
AMS

ARC IMP/EXP
ARC/INFO

DLG

DLG OPTIONAL
FGEF

GES

GIMMS

IDIMS
INTERGRAPH
LAS

LUNR

MAP

MOSS

MOss IMP /EXP
VDI(RIM)

ADS

cos

EXTELE

GIRAS

MAPS

AHDS
CONTRACTOR FMT
DIME

PIOS

SIF

SVF

UCLGES UPDATE

1
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3.3 Interfaces

An interface is a mechanism by which one data structure can be directly converted into another
data structure for the purpose of communication among systems or subsystems. Interfaces therefore
relate pairs of data structures, so with N data structures there are N(N-1) possible interfaces.

Each interface can be assigned a classification based upon its status, and a cost can be assigned to
it in order to determine the most cost-effective data flows (see section 3.4):

Table 5: Status Codes

CODE | DESCRIPTION | COST
S smooth flow 1
T tool bench 5
D digitizing 100
M hardcopy map 1
(0] not in-house 10
P planned 20
U unknown 30
N non-existing 9999

The following tables show systems, possible inputs and possible outputs for all but the non-existing
category. In addition, the status and priority of each interface is indicated.



Table 6: Input Interfaces

SYSTEM FROM STATUS | PRIORITY
AGIS/GRAM MAP D 1
AGIS/GRAM VDI(RIM) T 1
ARC/INFO ARC IMP /EXP s 1
ARC/INFO DLG s 1
ARC/INFO DLG OPTIONAL s 1
ARC/INFO MAP D 1
ARC/INFO VDI(RIM) s 1
GES MAP D 1
INTERGRAPH MAP D 1
MOSS MOSS IMP /EXP s 1
MoOSS VDI(RIM) s 1
VDI(RIM) AMS T 1
VDI(RIM) ARC/INFO s 1
VDI(RIM) DLG 8 1
VDI(RIM) DLG OPTIONAL P 1
VDI(RIM) FGEF P 1
VDI(RIM) GES s 1
VDI(RIM) INTERGRAPH T 1
VDI(RIM) LAS s 1
ADS MAP D 2
AMS MAP D 2
ARC/INFO DIME s 2
cos MOSsS ] 2
CRAIGES MAP D 2
GES DLG s 2
GES DLG OPTIONAL ] 2
INTERGRAPH DLG s 2
MoOss AMS s 2
MOSss DLG OPTIONAL s 2
MOSss MAPS s 2
UCLGES UCLGES UPDATE ] 2
VDI(RIM) ALMRS P 2
VDI(RIM) LUNR 8 2
AHDS MAP D 3
ARC/INFO GIMMS s 3
ARC/INFO PIOS s 3
ARC/INFO SVF s 3
CONTRACTOR FMT | MAP D 3
DCASS DLG o 3
GIMMS ARC/INFO s 3
GIRAS CONTRACTOR FMT o 3
GIRAS MAP D 3
INTERGRAPH SIF s 3
MOss DIME P 3
TIGER DLG 0 3




Table 7: Output Interfaces

SYSTEM TO STATUS | PRIORITY
AGIS/GRAM MAP M 1
ARC/INFO ARC IMP /EXP 8 1
ARC/INFO DLG OPTIONAL s 1
ARC/INFO MAP M 1
ARC/INFO VDI(RIM) s 1
GES DLG OPTIONAL o 1
GES MAP M 1
GES VDI(RIM) 8 1
INTERGRAPH | VDI(RIM) T 1
MOss cos s 1
MOSs MOSS IMP /EXP s 1
UCLGES DLG s 1
VDI(RIM) AGIS/GRAM ] 1
VDI(RIM) ARC/INFO 8 1
VDI(RIM) FGEF P 1
VDI(RIM) INTERGRAPH T 1
VDI(RIM) LAS s 1
VDI(RIM) MAP M 1
VDI(RIM) MOSS s 1
ADS DLG OPTIONAL o 2
ADS MOSS IMP /EXP o 2
AMS DFAD o 2
AMS DLG o 2
CRAIGES UCLGES UPDATE 8 2
DLG DLG OPTIONAL o 2
EXTELE MAP M 2
INTERGRAPH | DLG s 2
INTERGRAPH | EXTELE S 2
MoOss MAP M 2
MoOss MAPS 8 2
VDI(RIM) DLG OPTIONAL P 2
ADS MAP M 3
AHDS MoOss U 3
AMS MAP M 3
ARC/INFO GIMMS s 3
ARC/INFO PIOS s 3
ARC/INFO SVF s 3
DCASS MAP M 3
GIMMS ARC/INFO s 3
GIRAS DLG o 3
TIGER DLG 0 3

10



3.4 Data Flows

Data flows are communications involving more than one interface. When it is impossible to convert
directly from one data structure to another, it is possible that the desired goal may be reached by
passing through one or more intermediate data structures.

Each data structure may be thought of as a node in a directed graph in which each edge has an
associated cost. This cost can be infinite when an interface does not exist. Finding the optimum
manner to change an input data structure into an output data structure equates to following the
least-cost path connecting the input and output node. To find all possible paths or data flows, one
can locate all possible least-cost paths in the graph.

The data flows shown in tables F1 and F2 were derived by this method. Least~-cost paths were found
using the algorithm developed by Dijkstra (1959). A cost matrix was built by assigning costs to
the interfaces listed in tables 6 and 7, depending on the type of interfaces. A fairly high cost was
assigned to a digitizing interface, in comparison to digital interfaces (even though in practice the
reverse may be true), in order to exclude paths with an intermediate digitizing step. All paths with
a cost higher than the basic digitizing cost were excluded, so that only input digitizing steps are
shown. In addition, higher costs were assigned to interfaces that are not in-house, to prevent least-
cost path selections with outside processing requirements. All seleted costs are purely hypothetical,
and are based solely on relative judgement of the efficiency of the different types of interfaces. If the
exploratory nature of this type of exercise would change in the future, one might might apply more
acurate measures of efficieny to assign costs.

The reader should keep in mind that the data flows listed in tables F1 and F2 are potential data
flows, many of which have never been tried. However they should be helpful for charting new paths
that potentially could be useful. By keeping track of those paths that have been tried and by
assigning appropriate costg, a more realistic road map for data conversion at the EROS Data Center
can be developed.

4 Development of Methodology

With a growing number of geographic information systems and digital spatial data sets in use, an
ability to adapt data from one system to another has become much sought after. Yet such adaptations
are not easily accomplished because of the special characteristics of spatial data. Non-spatial digital
data have two main aspects with respect to their organization: physical and logical (Martin, 1977).
Spatial data can be thought of as having two additional traits, spatial-logical (topological) and
locational (coordinate system, projection, measurement units).

Adaptation is, therefore, not a simple reformatting problem, as with other data sources, but rather
is a far more complex proposition with spatial implications that cannot be readily deduced by an
initial inspection of the data. It may even be impossible to convert certain types of data structures,
without a major processing effort. However, data structures of certain types can be converted from
one system to another with a reasonable amount of effort.

One of the first steps in developing a conversion methodology is to obtain a consistent description
of the vector data structures involved, and to characterize them, in order to anticipate possible
conversion problems. For this purpose a Backus Naur Form (BNF) type of notation was developed
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to describe the data organization concisely and consistently. The use of BNF for describing the
syntax of geographic data was earlier suggested by Cox, Aldred, and Rhind (1980).

A second step in the description process has been to cull the most important characteristics of each
data structure. The five major spatial data aspects — physical, logical, logical-spatial (topological),
locational, and attributal- were further reduced to constituent components, and this process was
repeated until a satisfactory level of detail was reached. The overall breakdown was then used as a
checklist against each BNF description, as well as other documentation, to obtain a set of hierarchical
characteristics of the data structure under consideration.

4.1 Interfacing models

One approach to the interfacing of N data structures is to match each one directly with every other
one, thereby creating N(N-1) interfaces. Alternatively, one may implement a unidirectional “ring”
concept whereby each system interfaces to one and only one other system. This yields the minimum
number of N interfaces, but its drawback is that data may have to pass through N-1 other systems
before a target system is reached, with proportional processing time and potential for errors. A third
approach uses an intermediate data structure to which each original structure must be converted
before it is transformed to the target configuration. This method requires 2N interfaces and is the
one most commonly adopted; it is also the approach used here. Quite often this method is associated
with an intermediate tape format. However our concern was to define an intermediate data structure
maintained in a database system, which can in turn be readily transferred between systems.

The Workgroup on Data Organization of the National Committee for Digital Cartographic Data
Standards (Nyerges, 1984) has proposed a model for digital cartographic data conversion to an
intermediate structure as follows:

sBntn (1)
where S represents the source data structure, T1 is a transformation producing an “intermediate”
intermediate structure I1, and T2 is a transformation producing the desired standard interchange
form. In this representation I1 is necessary because of a differences in hardware and software related
to the data structures S and I2. The Workgroup mentions the importance of the data schema for
this model. The schema defines the logical aspect of the data structure and forms a link with the
physical representation. The above model is only for the conversion from source to intermediate
although the conversion from intermediate to target is similar.

A sobering note is the complete absence of any kind of explicit logical or topological schema in any
of the existing data structures considered. However, for our approach, the model proves to be useful
for considering the different transformation stages in the data structure conversion.

4.2 The Relational Approach

Other investigators have applied the relational model or relational concepts to geographic data
handling. At least one prototype geographic information system (GEOQUEL) has been constructed
using the relational database management system INGRES (Go, Stonebraker, and Williams, 1975).
Shapiro and Haralick (1980) have proposed spatial data structures based on relations in relation
trees. Garret and Foley (1982) have reported an attempt to build an experimental graphics system
using relations, where events trigger continuously evaluated qualified updates, through which the
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consistency between relations is always maintained. A graphics application (IMPS) based on a
relational data base (IMS) was developed by IBM in the United Kingdom (IBM, 1979).

We have selected the relational data model for the intermediate data structures for a number of
reasons, one being the elegance and simplicity of the data representation resulting from the use of
simple tabular files and a complete absence of pointers.

A second consideration in using the relational approach is the availability of the relational algebra
and its unique relational operators. To minimize the effort associated with creating a number of
transformation functions for different input models, it follows logically that one should attempt to
develop higher level tools that can be reused for each conversion. The aim of our study has been to
investigate whether relational operators fall in this category.

A third reason for considering the relational model is the availability of a number of different soft-
ware systems, including many operating in the microcomputer environment. In the future, it will
be possible to consider the implementation of the relational model in firmware/hardware implemen-
tations such as a database machines. Research for this paper was performed using the Relational
Information Management (RIM) system.

Normalization is one of the important considerations in relational database theory. Five normal
forms are recognized (Kent, 1983). The first normal form is the most crucial and states that “all
occurrences of a record type must contain the same number of fields.” This is not an option, but a
matter of definition: relational database theory does not deal with variable-length records or vector
or matrix type attributes. Our proposed intermediate data structure is strictly of first normal form,
which allows us to use the full range of relational operators.

Given the simplicity of flat files, the database schema also becomes very simple and consists of
a description of the individual attributes and the composition of the relations in terms of these
attributes. Although much can be learned about the contents of a database by inspection of the
schemas, the schema is still inadequate for describing the spatial organization of the data.

4.3 Relational Data Structure

The spatial data structure selected is the arc-node type. A full complement of spatial elements is
represented: regions, polygons, arcs, nodes, and vertex points (line and point type elements are not
further considered in this paper). We define a polygon as a closed figure bounded by connected
straight line segments, a region as consisting of an outer polygon and zero or more island polygons,
and nodes as arc termination points.

The mutual referencing of the elements is resolved as follows (the relational theory excludes direct
pointers, so all referencing is in terms of element identifiers). Given the hierarchy obtained by
defining more complex elements in terms of their component parts-regions, polygons, arcs, nodes
and vertex points—the most austere organization is obtained by having each element reference its
subordinated elements. For example, by defining the element identifier attributes regnum (region
number), polnum (polygon number), arcnum (arc number), nodenum (node number), strtnode (start
node), endnode (end node) , and pointnum (point number), as well as the coordinate attributes x, y,
we can propose to maintain the following relations:

regpol : regnum,polnum

polarc : polnum,arcnum

13



arcnode : arcnum, strtnode, endnode (2)
arcpoint : arcnum,pointnum

nodepoint : nodenum,porntnum
pointzy : pointnum,z,y

where strtnode and endnode refer to nodenum in the nodepoint relation.

The above scheme has downward referencing only. Reverse references can be established with rela-
tional operators. For instance, to compute an “arcpol” relation containing polygon numbers by arc,
one can isolate the arc column from the polarc relation using the project operator, remove duplicate
arc numbers (if not included in the project), and then join this temporary relation with the polarc
relation using arcnum as the join item, while maintaining the derived arc ordering.

Spatial references, such as which regions are to the left and which are to the right of the arc,
cannot be so easily established in this manner. Considering the frequency with which this type of
information is used, one is led to consider storing some higher level information at the lower levels.
In particular, an archdr relation can be created by renaming arcnode as archdr, and by adding two
additional attributes, Iftreg and rgtreg, as follows:

archdr : arcnum, strtnode, endnode, le ftreg, rgtreg (3)

Also, for network tracking, a nodearc relation is desirable in which arcs emanating from each node
are stored:
nodearc : nodenum,arcnum (4)

The above considerations, and the removal of the pointxy relation, lead to our proposed intermediate
data structure I2:

regpol : regnum, polnum
polarc : polnum, arcnum
archdr : arcnum, strtnode, endnode, lftreg, rgtreg (5)
arczy : arcnum,z,y
nodearc : mnodenum,arcnum
nodezy : nodenum,z,y

A decision must also be made on how to cope with complex islands. The union of the polygons
of a complex island constitutes the hole in the outer polygon. Not all arcs of the island polygon
are, therefore, island arcs. We have solved this problem by defining the outer boundary of the
complex island to be a separate polygon. This gives the advantage of being able to join the regpol
relation with polarc and arcxy relations to directly obtain a regxy relation in which each region is
explicitly represented in sequence, complete with all its islands, including complex ones. In this way,
the topology is defined in a simpler, clearer organization. Thus, our approach is to organize the
topological information implicitly by position, rather than explicitly.

Position is critical within most relations. The vertex point coordinates in the arcxy relation are
obviously stored in positional sequence. Less obviously, the arcs in the nodearc relation are stored
in a clockwise rotation around the node. The arcs in the polarc relation are stored in clockwise order
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for outer polygons and counter-clockwise for island polygons. Finally, in regpol, the first polygon
for each region is the outside polygon.

When constructing polygon or region boundary lists, one must keep in mind that arcs must be
traversed in different directions for the regions to the left and to the right of the arc. The traversal
direction is stored implicitly in the archdr relation. If the polygon currently being traversed corre-
sponds to the right region in the archdr relation, the arc is traversed in the clockwise direction. The
converse is true when it matches the left region.

Other non-spatial relations are defined in addition to the above core of spatial relations. Those
for attribute data are most important. They are visualized as a nested set, each consisting of one
primary and a number of secondary relations, namely:

attprime : elnum, attl, att2,att3...ctc. (8)

This relation links the primary attributes to the spatial elements through the common element
identifier. In addition, each attribute in the primary relation can be a key for an entry in secondary
relation in which that attribute is further detailed. For instance, one may have:

attsec : attl,sattl, satt2, satt3...etc. (n

This allows new attribute relations to be created in which the attribute detail can be varied at will,
using join operators.

The overall interfacing effort is reduced not only by the total number of required interfaces but
also by the amount of time required to construct each interface. This time is reduced further when
suitable higher level tools are available.

According to the Workgroup model, these tools can be assigned to T1 and T2 categories. The
database system used here is perhaps an exception, as it can be assigned to both categories because
it allows the data structures I1 and I2 to exist.

The scope of T1 is the following. The scheme being tested makes use of the fact that the input data
structures can be cast in the form of files with fixed- or variable-length records. These files can be
translated on a one-to-one basis to unnormalized (with respect to the first degree) records in the RIM
system, storing one record per relation row. One would not expect this capability in an RDBMS,
but RIM permits records with variable-length attributes, although relational operations cannot be
performed on variable-length items. With the transfer, a schema is developed for the unnormalized
data structure in the relational database, and I2 represents the normalized intermediate structure
presented earlier.

In the T2 category, a breakdown can be made considering tools that allow data to be restructured
from T1 to T2, and those to be used to repair errors, perform checks, and make I2 more complete.

4.4 Restructuring Tools

The transformation from the unnormalized form to a normalized representation is accomplished by a
specially developed program (RIMNET) that allows one to track data items along predefined access
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Figure 1: Schematic of RIMNET operation.

paths in the unnormalized representation. This program is one of the main conversion tools. Using
relational operators, the normalized forms are then fuarther reduced to the essential relations in the
intermediate relational format (I2).

RIMNET has been designed to serve as a normalization tool, and also to cope with such data orga-
nizations as linked lists that cannot easily be unscrambled with relational operators. The principal
idea behind the program is demonstrated in figure 1. The desired tracking sequence can be defined
by a concise syntax in which the relations, groups, and types of increments are specified.

The basic element in the syntax is the group specification. A group consists of a pointer data item
for accessing the next relation row, and one or more target data items, to be transferred to the
normalized relation. The data items’ names are enclosed in brackets of different types, indicating
the types of increments by which the relation rows are to be accessed. In a group the pointer data
item name is separated from the target data item names by a colon.
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Either pointer or target item names can be omitted. The entire group specification can be enclosed
in brackets with following meaning: {} row increment; [| linked list; <> vector increment. Brackets
can be nested. The following are examples of valid group and increment specifications:

{POINTER : TARGET}

[POINTER : (8)
<: TARGET >

{<: TARGET >}

For a relation, group specifications can be concatenated. To indicate the relevant relation, groups
are preceded by the relation name, as follows:

REL1 = {POINTER :TARGET} (9)

When more than one relation is involved, specifications are strung together, as in the following
example:

i

REL1 {POINTER : TARGET} (10)
REL2 = <:VECTOR>

Here, POINTER points to a row of REL2. The output relation will contain two data items per row:
namely TARGET, and an element of VECTOR.

An example of the programmable tree-traversing that is possible with RIMNET is found in a simple
situation in which the rows of the unnormalized relation REL contain a vector attribute, VECTOR,
and this relation must be normalized by assigning one vector element to each row of the output
relation. The normalizing operation is then specified as follows:

REL = {<:VECTOR >} (11)

where: VECTOR is the right side of the group specification, VECTOR is the target item, and an
explicit pointer is not needed because the <> brackets imply a next vector element pointer, while
the brackets imply a next row pointer. REL is the input relation for which VECTOR is defined as
an attribute in the schema.

Execution of the syntax starts at the first row and causes each vector element to be transferred,
proceeding then to the second vector of the second row, and so on.

Slightly more complex is an operation in which a variable number of elements must be retrieved,
with the total number of elements to be transferred indicated by another data item TOTEL stored
in the rows of the input relation. The syntax is then:

REL = {TOTEL} <: VECTOR(1 — TOTEL) > . (12)

where 1-TOTEL represents a subscript of VECTOR, ranging from 1 through TOTEL. If, in addition,
the elements may be further spread over more than one record, and the continuation record is
indicated by an item NEXTREC, the syntax becomes:

REL = {: TOTEL}NEXTREC :] <: VECTOR(1 — TOTEL) > . (13)

The square brackets indicate a linked list for which NEXTREC is the pointer item.
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4.5 Relational Operators

Once the initial relations (I1) are normalized, relational operators can then be applied to the extent
possible to convert them to the desired intermediate structure (I2). Thus, we are testing the concept
that these operators can be an important set of higher level tools.

So far, the following RIM operators have been used frequently: JOIN, PROJECT with WHERE
clause, INTERSECT, CHANGE with WHERE clause and DELETE DUPLICATES. Especially the
INTERSECT command was found to be a powerful operator, with advantages over a JOIN in many
instances.

4.6 Topological Tools

One of the objectives of the intermediate data structure is to serve as a way-station where im-
provements and quality checks can be made. Therefore, we have adopted the philosophy of weak
input. This means that data deficient in topology can be accepted because the necessary fixes and
enhancements will be made with our tools. One of the significant advantages of a relational informa-
tion management system such as RIM is that the data structure can be inspected, partially copied,
changed, and otherwise manipulated in any manner, all interactively. One therefore enjoys total
access to the data.

In another sense “weak input” means that only certain basic relations need to be extracted from
I1; others can be built from these initial relations. The fully defined topology of I2 can actually be
created given a weak input of two tables. One table must contain the arcnumbers and vertex point
coordinates (arcxy), while the other must contain the adjacent regions for each arc (regardless of
order — a weak archdr).

If a very weak input data source that consists merely of a set of connected arcs or even arbitrary
spaghetti is encountered, it should be possible to use a generalized vector processor which will be
able to reduce the vector data to basic line segments and recreate the desired topology. However,
to properly handle this case, attribute information must be available or the attribute information
must be provided manually.

4.7 Conversion Experience to Date

The first system for which a data structure has been converted to the relational format is the
Geographic Entry System (GES) of Electromagnetic Systems Laboratory’s (ESL) Interactive Digital
Image Manipulation System (IDIMS). From the relational format GES, data have been transferred to
the ARC/INFO system of the Environmental Systems Research Institute (ESRI), to the Map Overlay
and Statistical System (MOSS) of the Bureau of Land Management (BLM) and the U.S. Fish and
Wildlife Service, and to the AGIS/GRAM system of Interactive Systems Corporation (ISC).

A second system for which data structures were converted is the Analytical Mapping System (AMS)
used by the U.S. Fish and Wildlife Service. This system is one of the vector input systems to MOSS.

Subsequent systems for which data were transferred to the relational format were ICARAS (a raster-
to-vector conversion system developed by D. Nichols of the Jet Propulsion Laboratory), as well as
data from an Intergraph digitizing system (EDCIDS) being developed at the EROS Data Center,
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and the Unified Cartographic Line Graph Encoding System (UCLGES) of the U.S. Geological Survey
(used to structure digital line graph (DLG) data). Since ICARAS was modified and EDCIDS was
developed at the EROS Data Center, both produce an output data structure suitable for loading
directly into the relational data structure.

Tools such as RIMNET have been successfully used in at least two interfaces (GES and AMS). In
the more polished interfaces, the various tools are tied together with the VAX/VMS DCL language.
These interfaces include the interfaces with ARC/INFO, interfaces with raster data, and the loading
of DLG-3 standard data into the relational data structure.

4.8 Concluding Remarks

The procedures developed during the study have become better refined as more data structures have
been analyzed in detail. The intermediate relational data structure developed during the study has
worked well. However, concurrently, the DLG-3 optional format emerged as a vector interchange
data structure. One drawback of the DLG-3 optional format has been the rigid attribute handling
which inhibits the storage of complex attribute data. Recent developments concerning an enhanced
DLG data structure, such as the Federal Geographic Exchange Format (FGEF), should help alleviate
attribute handling problems. In general, vector data structure transfer between analysis systems
has recently become more mature throughout the vector processing community.

The strength of the relational vector data structure within a relational database management system
for data structure conversion is the explicit data organization, ready and total access to the data,
and the use of minimal input as a data source criterion, which provides control of the topology
generated. This control has proved vital in adjusting to the idiosyncrasies of the topologies in the
different vector data structures, since clean topology in one data structure has often proven not to
be clean topology in others.

The simplicity and elegance of the relational approach is reflected in the simple relations of our
intermediate spatial data structure, such that the spatial operations can take full advantage of the
relational method.

The development of a good set of interfacing, diagnostic, and improvement tools will provide an
excellent capability to tackle diverse interfacing problems.
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A System Descriptions

The purpose of system descriptions is to provide the reader with some familiarity with the most
important systems used by the EROS Data Center. The goal is to describe the priority 1 systems
in some depth, while the lesser priority systems are described with less detail.

The supporting documentation provided with each of the descriptions may not be the best or the
most up-to-date for the system concerned, but it is available at the EROS Data Center.

A.1 ADS

ADS is the data entry module of the BLM Geographic Information System, ADS/MOSS/COS. It
was developed specifically for entry of townships, ranges, sections, and their attributes.

ADS was designed to be the data entry module to an automated land record system. It was the first
concept of what is now known as ALMRS (Automated Land and Minerals Record System). In its
early development, ADS was linked to MOSS, and as the field became more aware of other agency ap-
plications of various geographic information systems for resource management, ADS/MOSS evolved
as the BLM GIS. This evolution involved several enhancements to increase and streamline its capa-
bility for entering a variety of resource data types, and to decrease its emphasis on land records.

ADS consists of several modules performing separate tasks related to data input, including data
capture, editing, output, data base maintenance, and links to the analysis software. The software
has both public-domain and in-house components.

ADS uses several registration routines to accomodate a variety of source materials, including 7.5-
minute and 15-minute quads, sources with geographic control in quad format, and diagrams with no
control. Two methods are used to predict geographic coordinate values. One, used specifically with
7.5-minute and 15-minute quads, is a geometric fit in which the program assumes a conic projection.
The second uses a least-squares method to predict coordinates. It allows the operator to input as
many known control points as desired, breaks the map into patches with four known geographic
corner coordinates, and then the corresponding table coordinates are used to derive coefficients for
two first-order polynomials: one for predicting latitude and the other for predicting longitude. This
method is more useful for small-scale source materials.

The editing module has more than 40 commands that allow interactive editing of lines, points, and
attributes, and a variety of display commands to allow plotting, windowing or zooming, overlaying,
and edgematching.

Formation of polygons is handled by a separate routine in ADS, called CLOSEPOLY. CLOSEPOLY
identifies intersections in digitized line data, creates nodes, forms a file of the nodes and their joining
arcs, and finally forms polygons, tagging each with its attribute or attributes. CLOSEPOLY can
be performed interactively or in batch processing. This allows the operator to digitize the linework
randomly and without regard to direction, intersections, or attributes (referred to as free form or
spaghetti digitizing).

Users of the ADS system find the extensive editing capability of tremendous benefit for maintaining
quality control. The commands are easy to use with sufficient on-line help documentation to allow
the new user to use even the most obscure editing command. The method of entering areal data
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by digitizing lines in the spaghetti method is extremely efficient in terms of human labor. A typical
7.5-minute quad with soils-type data with an average of 150 polygons can be digitized in 4 hours.
Another 1/2 hour would be required to run the CLOSEPOLY macro. A landnet theme for a 7.5-
minute quad can be digitized, encoded, and polygons formed in less than 1 hour. Users and project
managers also appreciate the ease with which ADS allows updating of existing map files, and the
variety of methods for labelling and tagging features.

Several weaknesses have been identified through intensive use of the system:
1. The registration routines are limited. It has been suggested that geometric fits for predicting
coordinate values are not valid for many projections. The system also requires that all sources

be in a quad format so that patching can be accomplished. This restriction eliminates many
source materials with the most up-to-date information.

2. The ADS to MOSS conversion routine is limited. Data can be converted to MOSS format in
the UTM projection only. This limits the user’s capability in terms of output products.

3. ADS has no projection capability.

4. System and programming documentation are sometimes out-of-date, sketchy, or non-existent,
making system updates, corrections, and enhancements difficult. There is also a lack of docu-
mentation regarding the limits of the system.

5. There is a limit of 999 polygons per map.

6. ADS does not handle multiple attributes.

7. Labels are sometimes misplaced.
A study was completed in cooperation with the BLM and the Fish and Wildlife Service to analyze
the capabilities of the two data entry systems used by these agencies. Its goal was to identify areas in
which the two systems were similar and dissimilar and make recommendations for the improvement of
each system. It is the BLM’s intention to enhance the the Bureau’s system to reflect the best of both

systems. The ADS/MOSS/COS system in also being investigated for certain tasks in cartography,
such as compilation and negative plate production. Some specific plans are:

1. To improve the registration routines to handle nonformatted source materials.

2. To enhance its compilation capabilities. Users would like to see some capability for building
data from existing data, such as aliquot parts from sections, and keyboard entry of coordiantes.

3. To incorporate projection capability to make output more versatile.

4. To improve the availability of all types of documentation.

Reference:

1. Mogg, M., BLM’s Automated Digitizing System (ADS), in Proceedings of the Workshop on
Methods and Techniques for Digitizing Data: U.S. Geological Survey Open-File Report 85-307.

The primary contact for ADS is: Branch of Graphics Systems Development, BLM, Denver Service
Center D-441, P.O. Box 25047 Denver, CO 80225,
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A2 AGIS/GRAM

AGIS/GRAM is a product of Interactive Systems Corporation (ISC), Littleton, Colorado. The
system is in a developmental mode and only test projects have been conducted. No user community
exists at this time.

AGIS is the acronym for Automated Geographic Information System. GRAM is the acronym for
GBT Record Access Manager, and GBT stands for Generalized Balanced Ternary. The latter is
a unique system for addressing two-dimensional space, and is a two-dimensional extension of the
balanced ternary notation system which uses the “trits” -1,0,+1. This extension employs a pyramidal
hexagonal structure in which hexagons are organized into aggregates, and aggregates are organized
into higher level aggregates, and so on. Gibson and Lucas developed the GBT system and the
accompanying algebra, in which points in two-dimensional space are located by GBT addresses.
These are unsigned integer numbers, in which each digit represents an aggregate level. The use
of GBT addresses in lieu of Cartesian coordinates allows for more efficient calculation of relative
addresses and distances between features.

ISC has developed a spatial database manager (GRAM) based on these principles, and the AGIS
system calls on this database manager. Other AGIS subsystems are ODM {Overlay Display Man-
ager) and RIM (Relational Information Management System). The public domain version of RIM
(version 5.0) is used as the attribute database management system.

While the ISC AGIS system was originally oriented toward the management of line type data, in
September 1983, the EROS Data Center contracted with ISC for the development of a region-oriented
AGIS. This system was installed at the EROS Data Center in July 1985. This version of AGIS has
a query capability with a syntax that allows simultaneous attribute retrieval and spatial overlay.
The system is highly interactive and uses a Megatek monochromatic CRT unit for the display of
high-resolution maps.

An important AGIS concept is that of a virtual map base, without mapsheet boundaries. Because
of the hierarchical structure of the system, map generalizsation and scale change operations can be
readily performed. Because of the elegance of this structure in handling troublesome problems in
processing large, multisource, multiscale databases, it was believed that this system would have
potential for special applications at the EROS Data Center.

With AGIS/GRAM, most user interaction is performed using a graphics workstation, consisting of a
graphics CRT and a pointing device. At the EROS Data Center, a Megatek 1024 x 1024 monochro-
matic display and a digitizer tablet are employed. Some other devices are now supported, including
Sanders, Rastertek, and Evans-Sutherland displays. All input tasks (digitizing and editing), and
graphics-oriented queries, are performed using the graphics workstation. Other analysis tasks can
be performed using a VT100-like terminal.

Functional characteristics of AGIS/GRAM are:

1. Data Capture - A digitizing sub-menu may be selected from the menus available during an
AGIS session. Input and editing operations will then be possible from a table digitizer con-
nected to the host via a separately configured port. A menu pad is registered in the table
coordinate space to enable function control from the digitizer. Alternatively it is possible to
register small map segments to the tablet digitizer at the workstation. This enables the editing
menus to be used as entry menus.
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11.

12.

13.

. Map Editing - Editing of map data is accomplished at the workstation by display of the graphic

data and graphic interaction on the tablet. Menu options allow for node and line removal,
movement or, insertion. Data typing of the lines can also be manipulated to cause lines to
be associated with map categories and data classes. This feature is useful for lines/polygons
which must exist in multiple map layers in exact registry.

Map attribute data for symbols, lines and/or regions are entered interactively, unless the data
are loaded from the Vector Data Interface. RIM format files interface to the user for attribute
data display, entry, or editing.

. Format Conversion - The only external format of data which is readily accepted into AGIS is

the RIM format for Vector Data Interface.

. Topological Structuring - Symbols (point data), lines, and regions (polygons) may be defined

in AGIS. The storage methodology is designed around nodes stored in GRAM with linkages
and pointers necessary to build lines and regions. Line and region verification programs will
check the linkages for correctness and completeness as well as creation of isthmus connections
for nested regions.

. Map Projection Conversion - AGIS uses the USGS GCTP routines for projection of maps to

any of 21 options.

. Other Map Transformations - The system supports a user-defined projection option.

. Map Joining - Maps may be entered in segments by creating the AGIS database definition

of the coordinate system large enough to accommodate all segments, and by digitizing the
segments in register with the database coordinate system. Any matching or manipulation of
the map graphics at the edges have to be done interactively with the zoomed display and
editing capabilities.

. Selective Retrieval by Attribute - The query syntax allows any of the RIM attributes for a line

or region to be specified and restricted in a RIM-like clause. The AGIS query also supports
the map layer names, feature types, and data classes maintained in the data structure.

. Statistics and Mensuration - Line distance, region area, and perimeter are supported.

10.

Map Overlay - Query operations on map layer/data class combinations with operators AND,
OR, and NOT may be employed to generate a display for hardcopy or to OUTPUT a temporary
file for further query operations.

Map Modelling - The assignment of weights and mathematical modelling is not supported at
this time.

Buffer Zone Generation - A PROXIMITY clause is available in the query syntax that allows
buffer zones to be incorporated in analyses.

Map Display and Plotting - The display that is generated at the workstation may be built by
selection of any combination of map categories or data classes that exist in the database or
by query retrieval. The scale is controllable with coverage correspondingly dependent on the
graphics capability of the workstation. Hardcopy to dot-matrix and pen-plotter devices are
supported. GCTP coordinate transformations may be applied prior to hardcopy.

Supporting documentation:
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1. AGIS, Computer Mapping: Interactive Systems Corporation, Littleton, Colorado.

2. Final Report on the Development of N-dimensional GBT Software Under Contract NAS5-
26227, For the National Aeronautics and Space Administration, Goddard Space Flight Center,
December 1980: by Laurie Gibson and Sandra Fitzgerald, Interactive Systems Corporation.

3. User Guide for the N-dimensional Data Base System, Prepared for the National Aeronautics
and Space Administration, Goddard Space Flight Center, Greenbelt, Maryland, Contract NAS
5-24300, Task Assignment 19200, April 1982, Computer Sciences Corporation.

4. Vectorization of Raster Images Using Hierarchical Methods, by L. Gibson, and D. Lucas,
Reprinted from Computer Graphics and Image Processing, v. 20, no. 1, September 1982, Aca-
demic Press Inc.

5. A Hierarchical Pattern Extraction System for Hexagonally Sampled Images, by Laurie D. Gib-
son and Charles Lenzmeier, Interactive Systems Corporation, October 1981, Final Report for
Period 1 March 1981 - September 1981. Prepared for the Air Force Office of Scientific Research,
Building 410, Bolling Air Force Base, D.C. 20332.

6. Introduction to GRAM, Interactive Systems Corporation, 5500 South Sycamore Street, Lit-
tleton, Colorado 80120.

7. Automated Geographic Information System (AGIS), Version 2.2A, Interactive Systems Cor-
poration, 5500 South Sycamore Street, Littleton, 80120.

8. A System for Hierarchical Addressing in Euclidean Space, by Dean Lucas and Laurie Gibson.

A.3 AHDS

The Alaska Hydrologic Digitizing System (AHDS) was designed primarily for the digitizing of surface
water features, hydrography, and lakes. It is currently in use by the Alaska BLM. The system
provides input to MOSS.

A4 ALMRS

ALMRS (Automated Land and Minerals Record System) is a system being designed by the BLM.
The development of ALMRS will have three distinct stages, systems concepts, development, and
implementation. It is currently in the systems concepts stage. The goals of the development and
implementation stages follow.

ALMRS will manage both automated and manual data. Automated data will include land descrip-
tion, ownership, and use, which may be displayed in written or graphic form. Serial number log,
stipulations, and regulation references (abstracts) will be displayed in written form. All of these are
used in case processing, reporting, and management. The manual data (case files, survey plats and
notes, Control Document Index, and reference information) are more efficiently left in their present
formats.

Six automated BLM files have data that will be heavily used or updated by ALMRS. Geographic
coordinates and resource data files may be displayed in written or graphic form, while the bond,
surety, qualification, and master name files will be in written form.
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Nine BLM and non-Bureau systems will share data with ALMRS. BLM’s Geographic Information
System and Public Land Survey System will graphically display land description, ownership and use,
geographic coordinates, and other data. The Financial Management System, Mineral System 1(MS-
1), Solid Leasable Minerals System (SLMS), and the Simultaneous Oil and Gas Leasing System
(SIMO), will be displayed in written form. All of these systems will be used in BLM case processing,
reporting, and management. Whenever possible, common data entries will be made only once. The
non-BLM systems, Bonus and Rental Accounting Support System (BRASS), Production Accounting
and Auditing System (PAAS), and Auditing and Financial System (AFS) which involves financial
management matters of the Minerals Management Service (MMS) will be displayed in written form.

Supporting documentation:

1. ALMRS Automated Land and Mineral Record System, ALMRS staff, ALMRS Project Office,
BLM Service Center, Denver Federal Center.

2. ALMRS Prototype, ALMRS staff, ALMRS Project Office, BLM Service Center, Denver Federal
Center.

3. Automated Land and Mineral Record System Graphic Requirements, ALMRS staff, ALMRS
Project Office, BLM Service Center, Denver Federal Center, June 20, 1985.

A.5 AMS

In the fall of 1977, Autometric, Inc., under contract to the U.S. Fish and Wildlife Service, began
the development of the Wetlands Analytical Mapping System (WAMS). The system was to be
used for building a wetlands database for the National Wetlands Inventory Project, whose function
was to locate and classify all wetlands in the United States. The final system was installed in Ft.
Collins, Colo., in February 1979, where it is now used for the creation and maintenance of geographic
databases. Since then, the system has been enhanced in follow-on efforts with the USFWS and
U.S. Army Engineer Topographic Laboratory and is called the Analytical Mapping System.

Supporting documentation:

1. The Analytical Mapping System, System Manager’s Guide (Data General Eclipse with AOS),
Revision 2. Autometric, Inc. 5202 Leesburg Pike, Suite 1308/Skyline 1, Falls Church, Virginia
22041. Prepared by Harry Niedzwiadek, Bill Brooks, Dr. Carl Reed, Susan Codega, Jim
Krammer, George Hoffman.

A.8 ARC/INFO

ARC/INFO is a vector-based GIS developed by the Environmental Systems Research Institute
(ESRI), Redlands, Calif. It was developed to replace the Polygon Information Overlay System
(PIOS) which ESRI used to process contracted project work and had installed for several clients.
ARC/INFO was first released in 1982, and has since been installed at over 100 sites. It uses the INFO
relational DBMS for managing attributes, and for all query syntax. INFO is produced and marketed
by Henco, Inc., and is used for many non-GIS database management applications. ARC/INFO also
makes use of the Interactive Graphics Language (IGL) from Tektronix, for controlling display and
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plotter graphic output to most terminals and plotters. It has been installed on PRIME, VAX,
Data General, and IBM computers and work is presently under way to develop a PC standalone
workstation using PC-INFO and selected ARC/INFO functions for analysis and display.

ARC/INFO Version 2.2 was installed at the EROS Data Center in June 1984. In October 1984,
Version 2.3 was installed, with some enhancements made to digitizer device drivers, and patches
made to several minor bugs. Two-week training courses were held at the EROS Data Center in
August 1984 and in May 1985, in which over 25 users were trained. Concurrent with the May 1985
training, a pre-Beta Version 3.1 was installed. It included substantial enhancements to ARC/INFO,
including ARCEDIT, a digitizing and editting program, query enhancements to ARCPLOT, the
primary display and map output subsystem, and several network analysis programs. An annual
software maintenance fee paid to ESRI entitles the EROS Data Center to new software and docu-
mentation releases, and telephone consultation for site-specific software maintenance problems and
user problems. Because of the diversity of our data sources and project work, we have used the
user hotline frequently, and received help in solving problems and in interfacing data from several
sources. The system has been used with remotely sensed cover classes, data derived from Digital
Elevation Models (DEM), and several forms of digitized cartographic map information. Projects
performed using ARC/INFO include:

e Acid Rain Building Material Inventory which intersected census tract data (STF3), with USGS
land use (LUDA) and New York land use (LUNR) data sources. In this project, census tracts
were assigned to cultural zones, using land use area within tracts calculated by ARC/INFO.

e Connecticut Hydrologic Information Project which resulted in a demonstration to the annual
convention of the American Association of State Geologists, held in Mystic, Conn. For this
project, the following data were input to ARC/INFO from USGS 1:24,000 DLG, 1:2,000,000
DLG, USGS Geographic Names Information System (GNIS), National Wetlands Inventory
Data, and cover types extracted from Landsat multispectral scanner (MSS) data.

e Federal Mineral Lands Information System pilot studies in the Silver City 1:250,000 quadrangle
(New Mexico and Arizona). In this data base, USGS 1:250,000 land use data and BLM
1:100,000 land status, ownership, and mineral rights data were input to ARC/INFO.

e John Day basin boundaries and drainage lines extracted from DEM. This project was a co-
operative effort between USGS NMD and WRD and involved conversion of raster basin and

lines to vector arcs, and inputting the arcs into the ARC/INFO system as Digital Line Graphs
(DLG).

The design philosophy of ARC/INFO is to provide a tool-box of generic GIS functions for pro-
cessing maps. This tool-box contains implements for creating, analyzing, displaying, and managing
computerized maps in vector format. Functional characteristics of ARC/INFO are:

1. Data Capture - The DIGITIZE program allows maps to be captured and editted using one of
several supported digitizers and display devices. This program can be used in a blind mode
(with no graphic display), and allows for simple edits (deletion of arcs or vertices).

2. Map Edit - The ARCEDIT program allows for more sophisticated graphic editing than is
possible using DIGITIZE, including command entry by tablet menu, node snapping, smooth
arc generation by spline interpolation, and selectable line and annotation style, font, and color.
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10.

11.

12.

13.

Format Conversions - Several vector formats are supported, including DLG-3 (standard and
optional forms), GIMMS, DIME, ARC/INFO IMPORT/EXPORT, and the EROS Data Center
RIM format (for vector data interface). Vector-to-raster and raster-to-vector conversions are
supported for ESRI’s Single Variable File (SVF) and Multi-Variable File (MVF) structures.
The SVF and MVF files are created from the EROS Data Center’s image processing and
topographic analysis software.

Topological Structuring - The CLEAN and BUILD programs allow for weak input of lines
and (optionally) area labels. The CLEAN program resolves line intersection and dangling arcs
caused by overshoot in digitizing. The CREATELABELS program finds an interior label point
(usually but not always the centroid) for areas with no labels attached in data capture.

. Map Projection Conversion - ARC/INFO uses the USGS GCTP routines that allow systematic

conversion to 20 projections.

. Other Map Transformations - The TRANSFORM program takes user-specified points, and

calculates an affine transformation by the method of least-squares fit. This procedure allows
rotation, scale, and shift of points, lines, and areas.

. Map Joining - Map joining or edge matching operations are performed using the EDGE-

MATCH program which performs automatic node matching (snapping) to a user-specified
tolerance, and optionally allows supervised adjustments to be made in joining and splitting
arcs. The MAPJOIN program (or APPEND and CLEAN commands) is used to perform the
map join operation.

. Selective Retrieval by Attribute - Attribute operations can be performed within the INFO

subsystem or within the ARCEDIT and ARCPLOT programs at display time. The INFO
syntax is used consistently thoughout the system and contains a complete set of boolean and
arithmetic operations.

. Statistics and Mensuration - Distance measurements can be performed within ARCEDIT and

tabular sums can be calculated with INFO. INFO can optionally SAVE tabular data as ASCII
files that could be input to user-supplied statistical subsystems (for example, SPSS, SAS,
IMSL).

Map Overlay - Logical AND, OR, and NOT operations can be performed using one of eight
available overlay functions.

Map Modelling - Modelling of attributes is performed using INFO and may or may not require
an INFO program to be used to derive model weights. INFO programs are user written, are
compiled and executed by INFO, and the results are used in subsequent map display and
tabular reports.

Buffer-Zone Generation - Buffer zones can be generated using the BUFFER program and allow
for a user-specified zone width applied to each point, or area, or optionally input as a table of
distances to be applied by feature attributes or classes.

Map Display and Plotting - The ARCPLOT subsystem uses Tektronix IGL to display and
plot map graphics. Query operations are supported using INFO syntax to selectively display
by attributes. IGL contains a rich set of line types and character fonts, and the user can
augment the set with user-defined types. Color graphics are fully supported for the 4100;
series terminals and color pen plotters are supported if they are Calcomp-call-compatible, as
most are.
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Supporting documentation:

1. ARC/INFO Users Manual, DEC VAX, Version 3.1, Prepared by Environmental Systems Re-
search Institute, 380 New York Street, Redlands, Calif. 92373, January 1985.

2. INFO-VAX, Revision 9, Reference Manual, Henco Software Inc, 100 Fifth Avenue, Waltham,
MA 02154, October 1984.

3. INFO Primer, by Frances D. Brooks, 1980, Henco Inc.

4. Interactive Graphics Library (IGL), Users Manual, Tektronix Inc., P.O. Box 500, Beaverton,
Oregon 97077, 1982.

5. ARC/INFO: A Geo-Relational Model for Spatial Information, by Scott Morehouse, ESRI,
in Proceedings of Sixth International Symposium on Computer-Assisted Cartography (Auto-
Carto 6), Ottawa, 1984.

A.7T COS

COS (Cartographic Output System) is the map-making system used in conjunction with MOSS. It
was developed at the U.S. Fish and Wildlife Service, Western Energy and Landuse Team (WELUT),
Ft. Collins, Colorado, by Randy Frosh, Jim Kramer, Pat Burcky, Eric Strand, and others.

COS allows for the entry and manipulation of cell, polygon, text, line, and point data, and produces
maps and graphics in various forms. COS can use a variety of output display devices through the
implementation of a device-independent graphics package.

COS is used by USFWS and BLM on Data General Equipment. BLM, ETL, and USFWS are
interested in developing a more interactive version of COS.

Supporting documentation:

1. COS User’s Manual, by Randy Frosh and Mike Walsh. Project Officer Eric Strand, Western
Energy and land Use Team, 2627 Redwing Road, Fort Collins, Colorado 80526-2899. Pre-
pared for Computer Systems Services Unit, Western Energy and Land Use Team, Division of
Biological Services, Research and Development, Fish and Wildlife Service, U.S. Department
of Interior, Washington D.C. 20240. (Revised September 1983).

2. Cartographic Output System, Systems Manual, By Patrick L. Burcky, Randy Frosh, and Jim
Kramer. Project - 5189. Submitted to U.S. Department of the Interior Fish and Wildlife
Service, Office of Biological Services, Fort Collins, Colorado, Attn: Eric Strand, Contract No:
14-16-0009-78-011. Submitted by HRB-Singer, Inc. Energy and Natural Resource Systems,
State College, PA 16801.

A.8 CRAIGES

CRAIGES (Cartographic Reproduction and Interactive Graphics Editing System) is an Intergraph-
based system used in conjunction with UCLGES for the production of DLG data and can be used
to produce DLG-2 data directly on the Intergraph. The program was developed by Craig Skalet
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at the Western Mapping Center of the USGS in 1981. The program is currently maintained at the
Western Mapping Center and has been installed at the EROS Data Center.

Supporting documentation:

1. Craiges Manual, Programmed by Craig Skalet, Documented by Jay Fry, Tested by Richard
Angel, Shirley Hokins, Pauline Jackson, Peg Rawson, Linda Scott, March, 1982.

2. Cartographic Reproduction and Interactive Graphics Editing System, (Craiges), Version 2.0,
User’s Manual, U.S. Geological Survey, National Mapping Division, 345 Middlefield Road,
Menlo Park, CA 94025.

3. Cartographic Reproduction and Interactive Graphics Editing System, (CRAIGES), Version
3, Operator’s Procedure Manual, U.S. Geological Survey, National Mapping Division, 345
Middlefield Road, Menlo Park, CA 94025.

4. Cartographic Reproduction and Interactive Graphics Editing System, (CRAIGES), Version
3, User’s Manual, U.S. Geological Survey, National Mapping Division, 345 Middlefield Road,
Menlo Park, CA. 94025.

A.9 DCASS

DCASS (Digital Cartographic Software System) was developed at the Midcontinent Mapping Center
and was designed to produce compilation manuscripts, color separates, DLG-2 files, DEM-2 files and
other statistical information from cartographic files.

DCASS was created to help complete the 1:24,000-scale map program using digital means to decrease
the manual scribing of maps; it takes up to three scribing operations for each overlay to create a
map. Raw data for each overlay comes from two sources: some from the Altek digitizier, and most
from a stereo plotter.

A.10 DLGI100K

This system was developed to aid in the production of 1:100,000 DLG’s for the 1990 Census, and
accepts SCITEX DIGIT files scanned from 1:100,000-scale maps. Topology is then defined from
vectorized line elements. These lines, with node and area topology, are registered to the Universal
Transverse Mercator (UTM) projection system. A quality check of the data is made to verify the
topological structuring. The system outputs a Digital Line Graph 3 (DLG-3) machine-readable data
set, and optional Versatec plots.

The system has been designed for batch job submittal and is operational on the Perkin-Elmer 3230
minicomputer, operating system version 6.2.

The system is used for production operations by all mapping centers of the National Mapping
Division.

Supporting documentation:

1. DLG100K, Scitex-to-Network DLG, Software Documentation, Draft, Department of the Inte-
rior, U.S. Geological Survey, National Mapping Division.
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A.11 GES

GES (Geographic Entry System) is the map digitizing system associated with ESL’s IDIMS image
processing system, and is currently used for most applications-oriented map digitizing at the EROS
Data Center. Maps digitized through GES are collected in vector format. The system constructs
the topology of the digitized features during the actual digitizing process, a feature not frequently
found in other systems.

Once an area has been digitized, it can be converted to raster format using the IDIMS stratifica-
tion utility function STRATA. The term stratification used by ESL in this context is probably a
misnomer, and seems to be a hold-over from earlier applications of raster-based maps in sampling
applications. More recently the ESRI function GRIPS is used for the vector to raster conversion.
This function avoids some of the sliver problems associated with STRATA.

The current version of GES implemented at the EROS Data Center is version 8.6, which has a
plotting capability for displaying the digitized maps.

GES has one main internal data structure that is primarily of interest. It makes abundant use of
pointers, and allocates free file space using a free space list. Several utility programs access the
main data structure. One such program is ALLCOORD, intended to convert coordinates from one
system to another system. In the process of doing so however, it also produces a polygonal output
data structure and is therefore sometimes used for this purpose.

Supporting documentation:

1. Geographic Entry System (GES) Manual, ESL Technical Memorandum ESL-TM1510, 25 Aug
1982.

2. Bruce Wicinas, GES Program Documentation (Proprietary Data) August 2, 1978 GES5C
(marked “obviously out of date,” but the only documentation available at ESL)

3. GES 7 File Format Diagram, dated 8/4/80.

4. HP-GES (Geographic Entry System), Manual - Version 8.6, ESL Incorporated, A Subsidiary
of TRW Incorporated, Sunnyvale, Calif.

A.12 GIMMS

GIMMS is a user-oriented general-purpose geocartographic processing system for the analysis of
geographic data through the generation of maps, graphs, and tabular information. It can also be
used as a graphics package. GIMMS can deal with points, lines and areas, as well as with numeric
and alphanumeric attribute data. The most-developed function in GIMMS is thematic mapping,
but it has several other powerful capabilities; most notably the ability to convert from polygonal to
gridded data, and to perform attribute modeling. It also has a polygon-creation and topological-
checking capability. GIMSS can input points, arcs, or polygons.

GIMMS was primarily developed at the University of Edinburgh by Tom C. Waugh, and J. Mc-
Calden, and is now marketed by GIMMS Ltd.

Supporting documentation:
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1. GIMMS Reference Manual, Release/Edition 4.5, T.C. Waugh, J. McCalden, Copyright GIMMS
Ltd, 1983, 30 Keir Street, Edinburgh EH3 9EU, Scotland, U.K..

A.13 GIRAS

GIRAS {Geographic Information Retrieval and Analysis System) is a system for handling land use
and land cover data, and has been specifically designed for the land use-land cover mapping program
of the U.S. Geological Survey. This program provides systematic and comprehensive collection and
analysis of land use and land cover map data at scales of 1:250,000 and 1:100,000. GIRAS’s three
basic subsystems are data input, data retrieval, and data output. It incorporates a database structure
designed specifically for handling of spatial data, is based on the arc-node concept, and provides
comprehensive facilities for data editing, data manipulation, and graphic and statistical output.

GIRAS is described in detail in USGS Professional Paper 1059. The usual mode of data input is
that data are first compiled manually and than scanned by IOM-Towill in accordance with exact
scanning specifications. The output consists of unlabelled digitized arcs and a set of polygon label
points. The format is commonly referred to as the “contractor” format.

The GIRAS-archived format is binary format and can be converted through the function GRADLG
to DLG binary, and from there through the function DLGBTA to DLG ASCII-optional. Another
path is from GIRAS binary to GIRAS pure-polygon.

Supporting documentation:

1. GIRAS: A Geographic Information Retrieval and Analysis System for Handling Land Use and
Land Cover Data, by William B. Mitchell, Stephen C. Guptill, K. Eric Anderson, Robin G.
Fegeas, and Cheryl A. Hallam, U.S. Geological Survey Professional Paper 1059, for sale by the
Branch of Distribution, U.S. Geological Survey, 1200 South Eads Street, Arlington, Va 22202.

2. Alpha Component Description, April, 1981.

3. Land Use and Land Cover Digital Data, by Robin G. Fegeas, Robert W. Claire, Stephan C.
Guptill, K. Eric Anderson, and Cheryl A. Hallam. USGS Digital Cartographic Data Standards.
U.S. Geological Survey Circular 895-E, 1983.

A.l4 GPPU

GPPU is Intergraph’s Graphic Polygon Processing Utility. This package makes it possible for the
CAD/CAM Intergraph system to be used as a resource-oriented geographic information system.
GPPU provides the capability to deal with complex polygon and region data.

A.15 ICARAS

Raster-to-vector processing at the EROS Data Center is performed in the LAS and IDIMS systems
by algorithms obtained from the ICARAS system developed by Dave Nichols at the Jet Propulsion
Laboratory in Pasadena.
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The LAS implementation accepts a BYTE, INTEGER*2, or INTEGER*4 input image. Raster-to-
vector processing is performed on the input image to generate a RIM data base with an ARCHDR,
ARCXYS, and PRIMATT relation. This data base is considered to be weak input for full topological
structuring.

Raster-to-vector processing in LAS employs five steps. The first three are modeled from the ICARAS
system. The last two are added to the raster-to-vector process to load the specified RIM data base
with the raster-to-vector processing results.

In the first step, the input image is scanned to locate unique regions. Each pixel of a region must
have four-way (+) connectivity with the other pixels of that region, otherwise, the pixel is assigned
to a new region. Each unique region is assigned a label number and an output image is generated
with label numbers replacing the input pixel values. A region description file is built that links each
region number with its old pixel value, and a count of the number of times the region number was
assigned to pixels in the output image.

The second step scans the labeled image to locate the boundary segments of the labeled regions. A
segment description file is built to store these boundary segments.

The third step reads the segment description file and the region description file. A cycling process
is used to traverse the boundary segments for each region. A coordinate file, an arc header file, and
an attribute file are generated.

The fourth step defines the data base schema and loads the relations that are defined through the
cycling process. When the data base schema has been defined, the files built in step three are loaded
to their respective relations.

The fifth step of the LAS implementation prepares the RIM relations for full topological structuring.

A.16 INTERGRAPH
In this document Intergraph refers to the EROS Data Center Intergraph Digitizing System (ED-
CIDS), because the system is referenced in this manner at the EROS Data Center.

The system was developed at the EROS Data Center after an analysis of several input systems
including CRAIGES, Intergraph’s GPPU, MIZAR Graphics’ Natural Utility Package, Altek DLG
Data Capture, and ESL’s Geographic Entry System. The system has been designed to interface
with the VDI system and relies on this system for topological structuring.

Supporting documentation:

1. EDC Intergraph Digitizing System (EDCIDS) Technical Review and Status Report, 8/8/84,
by Dave Bankers and Diane Stoick.

A.17 LAS

LAS (Land Analysis System) is a raster-based image analysis system currently under development
by the Goddard Space Flight Center and the EROS Data Center, under TAE (Transportable Ap-
plications Executive). LAS will be the replacement system for IDIMS and other image processing
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systems at the Data Center (GIPS, RIPS, LAMS).
The raster-to-vector interface residing in LAS is from ICARAS.

Supporting documentation:

1. LAS Implementation Plan, Memorandum from Chief, Computer Services Branch (R. J. Thomp-
son) to Senior Staff, February 14, 1985.

2. TAE and LAS related documention, containing: Primer, User’s Reference Manual, Program-
mer’s Reference Manual, Utilities, Release Notes, TAE Newsletter, Catalog Manager User’s
Manual, Catalog Manager’s Release Notes, LAS User’s Guides, DMS, RCIM.

3. LAS Software Documentation Volume IX, A-J.
4. LAS Software Documentation Volume IX, K-Z.

5. Land Analysis System (LAS) Facility Guide, Revision 3, Prepared for LAS Project, Informa-
tion Extraction Division, Goddard Space Flight Center, 6811 Kenilworth Avenue, Riverdale,
Maryland 20737.

A.18 MOSS

MOSS (Map Overlay and Statistical System) is a vector-based GIS. Sometimes the acronym MOSS
refers to the set of systems MOSS/MAPS/(W)AMS/COS in which MOSS is the vector analysis
subsystem. In the following, however, MOSS refers only to the vector analysis subsystem unless
otherwise noted.

MOSS design was begun in 1976 and was first implemented in 1977 on the Colorado State University
CDC Cyber. USFWS-WELUT then perceived the utility of this system, and subsequently the main
implementor of the system, Carl Reed, worked for FWS for a year to convert the system to Data
General equipment. Thereafter he became employed by Autometric Inc. and this corporation still
performs most of the system maintenance.

In the fall of 1977, under contract to the U.S. Fish and Wildlife Service, Autometric began the
development of the Wetlands Analytical Mapping System (WAMS). The system was to be used
for building a wetlands database for the National Wetlands Inventory Project, whose function it
was to locate and classify all wetlands in the United States. The final system was installed in F't.
Collins, Colo., in February 1979, where it is now used for the creation and maintenance of geographic
databases. Since then, the system has been enhanced in follow-on efforts with the USFWS and
U.S. Army Engineer Topographic Laboratory and is now called the Analytical Mapping System
(AMS).

A new Data General version of MOSS, completed for SCS and USWFS/WELUT in November 1984,
has not yet been released.

The BLM/Denver obtained one of the earlier MOSS versions, and made significant improvements,
thereby creating the BLM version. A number of different versions are still in use, although an
attempt has been made to converge to a common version. For example, some BLM State offices are
still using the BLM version in existence prior to the October 1983 “common” version developed by
BLM and USFWS. Other offices and agencies are using the October common version as modified
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through May 1984. Many users are also using raster overlay and neighborhood functions in MAPS
to circumvent problems in MOSS.

In 1983, the EROS Data Center signed a contract with Autometric to convert MOSS to the VAX
under VMS. This VAX version is based on the October common version, which is several releases
behind the Data General version and does not include MAPS, AMS, or COS. This system is installed
on the VAX at the EROS Data Center.

A MOSS User Group formed in 1982 holds annual meetings in Ft. Collins, Colo., at which MOSS
users have made many suggestions for enhancements. In 1984, the EROS Data Center contracted
with Autometric for a design study to investigate the feasibility of conversion to an arc-node data
structure, and the incorporation of a relational DBMS. The functional specifications for this design
have been completed and are under evaluation. In addition, the study has been forwarded to the
Interior Department’s Digital Cartographic Coordinating Committee (IDCCC) as well as to the
MOSS Steering Committee.

The design philosophy of MOSS is to provide input, analysis, and output of cartographic data using
existing public domain software. Other than the terminal control software for Plot-10 compatible
devices (such as Tektronix 4014), which is supplied by each user site, this philosophy has been
adhered to throughout its evolution. Functional characteristics of MOSS/MAPS/(W)AMS/COS

are:

1. Data Capture - Data capture is performed by AMS, WAMS, or ADS (BLM only) programs.
These programs support 4014 type terminals, and convert to polygon structured files which
can be input to MOSS.

2. Map Edit - Map editing is performed by the capture programs. Arc-structured files must
be completely edited prior to conversion to MOSS because editing is not performed after full
polygons are formed.

3. Format Conversion - MOSS import/export and DLG-3 (optional) vector formats can be input
to MOSS by converting to a MOSS ADD format. MOSS vector files can be converted to MOSS
raster format, but not the reverse.

4. Topological Structuring - Polygon structuring is performed by the ADD function in MOSS. It
is limited to 2,000 subjects for DG systems (1,000 for VAX), 16,000 features per map, 32,767
coordinates per polygon, and 350 islands per polygon.

5. Map Projection Conversion - The USGS GCTP routines are used to convert to one of 20 map
projections using the PROJECT command.

6. Other Map Transformations - The TRANSLATE command allows for rotation, scale, or trans-
lation by angles, distances, scales, or by control-point matching.

7. Map Joining - Map joining is not supported in MOSS, but can be done manually at data
capture time, provided file size limitations are met.

8. Selective Retrieval by Attribute - The BSEARCH command can be used to activate features
which meet the criteria of a boolean expression. Once activated, the features can be displayed
and listed.
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9. Statistics and Mensuration - The STATISTICS program can be used to summarize mean and
variance, and produce bar graphs. The SPSS program allows files to be output for subsequent
input to a user supplied statistical package (SPSS).

10. Map Overlay - Map overlay is performed by the OVERLAY command. This overlay is the
logical intersection (AND) of two polygon maps. The VAX version of MOSS is limited to 1,000
output subjects, and 30 characters maximum for each subject.

11. Map Modelling - Modelling of polygonal data is performed by converting to the raster domain.
The raster program MODELG is used to perform boolean and arithmetic overlay operations.

12. Buffer Zone Generation - Buffer zones may be generated using the BUFFER command. Poly-
gon islands are not processed, and the VAX version is limited to 1,000 points per feature
processed.

13. Map Display and Plotting - MOSS has several commands for display of data as lines and
shaded polygons using 4014 emulation (monochrome only). In addition, COS allows maps to
be output on Calcomp compatible plot devices.

Supporting documentation:

1. MOSS User’s Manual, Version 83.10, Editor John E. Lee, Technicolor Government Services,
Inc. P.O. Box 9076, Fort Collins, CO 80526, Contract 14-16-0009-83-001, Prepared for Com-
puter System Services Unit, Western Energy and Land Use Team, U.S. Fish and Wildlife
Service, In cooperation with the Bureau of Land Management and U.S. Geological Survey,
U.S. Department of the Interior, Washington D.C. 20240.

2. COS User’s Manual, by Randy Frosh and Mike Walsh. Project Officer Eric Strand, Western
Energy and Land Use Team, 2627 Redwing Road, Fort Collins, CO 80526-2899. Performed for
Computer Systems Services Unit, Western Energy and Land Use Team, Division of Biological
Services, Research and Development, Fish and Wildlife Service, U.S. Department of Interior,
Washington D.C. 20240. (Revised September 1983).

3. Cartographic Output System, Systems Manual, By Patrick L. Burcky, Randy Frosh, and Jim
Kramer. Project 5189. Submitted to U.S. Department of the Interior, Fish and Wildlife
Service, Office of Biological Services, Fort Collins, Colorado, Attn: Eric Strand, Contract 14-
16-0009-78-011. Submitted by HRB-Singer, Inc. Energy and Natural Resource Systems, State
College, PA 16801.

4. The Analytical Mapping System, System Manager’s Guide (Data General Eclipse with AOS),
Revision 2. Autometric, Inc. 5202 Leesburg Pike, Suite 1308/Skyline 1, Falls Church, VA
22041. Prepared by Harry Niedzwiadek, Bill Brooks, Dr. Carl Reed, Susan Codega, Jim
Krammer, and George Hoffman.

5. Feasibility and Design Study for the Enhancement of MOSS, Final Draft: Functional Spec-
ification. Prepared for the U.S. Geological Survey by Autometric, Inc.,2629 Redwing Road,
Suite 340, Fort Collins, CO 80526, December 1984.
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A.19 SDL/SGL

SDL/SGL (Surface Display Library/ Surface Gridding Library) is a surface-display system consisting
of two sets of subroutine libraries, written and developed by Dynamic Graphics Incorporated.

ISM (Interactive Surface Modeling System), is an interactive system based on SDL/SGL, and also
composed of the Faulting Surface Display Library, the Faulting Surface Gridding Library, and the
Trend Surface Library.

Supporting documentation:

1. User Manual for the Surface Display Library, Prepared by The Software Development Group,
Dynamic Graphics, Inc. 2855 Telegraph Ave, Berkeley, CA 94705.

2. User Manual for the Surface Gridding Library, Prepared by The Software Development Group,
Dynamic Graphics, Inc. 2855 Telegraph Ave, Berkeley, CA 94705.

3. ISM Interactive Surface Modeling User’s Guide, Dynamic Graphics, Inc. 2855 Telegraph Ave,
Berkeley, CA 94705.

A.20 RIPS

RIPS (Remote Information Processing System) was developed at the EROS Data Center. The
commercial version, fully compatible with the U.S. Government-furnished software, available for
$ 100, is now manufactured by Spectral Data Corp. Spectral Data also has its own software,
including a parallelepiped classifier, that is a subset of the Government software. A variety of
peripherals can be obtained with the RIPS system. Interfacing is facilitated through the use of an
S-100 bus. Basic image data are stored on dual density 8-inch floppy disks, which can hold the
equivalent of 20 7.5-minute U.S. Geological Survey quadrangles at Landsat MSS resolution. The
U.S. Government software is quite diverse: in addition to a set of image processing functions, a
number of GIS-type functions are available.

RIPS is included in this report because work is currently under way to develop a RIPS vector output
interface.

Supporting documentation:

1. RIPS User Guide Applications Reference, Volumes I and II.
2. Hardware Guide to RIPS, Vol III.
3. Software Development Guide. Vol IV.

A.21 TIGER

The Bureau of the Census, U.S. Department of Commerce, has developed the Topologically Inte-
grated Geographic Encoding and Referencing (TIGER) system, to support the geographic analysis
and mapping needed for the 1990 Census. The term TIGER file refers to the computer file that
contains all the data representing the position of roads, rivers, railroads, political and statistical
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boundaries and other census-required features along with their attributes, such as name, address
ranges, geographic code, and feature class.

The TIGER file stucture is a series of interconnected files and programs accessible through a master
control program. The system is made up of a number of subsystems which handle the major functions
and currently resides on a Sperry Univac mainframe computer.

The spatial framework for the TIGER file is being provided through a cooperative program between
the U.S. Geological Survey and the Bureau of the Census (Callahan, 1984). Each USGS 1:100,000-
scale map is scanned and vectorized by USGS to produce four logical computer files: a road file,
a hydrography file, a railroad file, and an other transportation file containing among other things,
pipelines and powerlines. The Census Bureau is tagging the road file with the seven-character USGS
attribute codes. USGS is tagging the other files with similar codes. Then the files are combined at
USGS to form part of the National Digital Cartographic Data Base. From this combined, tagged
data base, files of all transportation and hydrography are provided to the Census for use as the
TIGER spatial framework.

The TIGER file structure is topologically structured and is similar to the DLG-3 structure, but ad-
ditional information is carried by adding nontopologically structured elements in the file. Additional
topological structure, such as pointers from nodes and areas to lines will also be included.

The TIGER system is an in-house Bureau of the Census system. The interfaces needed to interchange
TIGER files with DLG files are being developed by the Geography Division of the Bureau of the
Census, and the National Mapping Division of the USGS. These are not expected to be part of the
Vector Data Interface process at the EROS Data Center.

Supporting documentation:

1. Broome, Frederick R., “TIGER Preliminary Design and Structure Overview: The Core of
the Geographic Support System for 1990.” Geography Division, U.S. Bureau of the Census.
Prepared for Presentation at 1984 Annual Meeting of Association of American Geographers.

2. Callahan, George M. and Broome, Frederick R., “The Joint Development of a National
1:100,000-Scale Digital Cartographic Data Base,” Proceedings of the American Congress on
Surveying and Mapping, Washington, D.C., 1984.

3. Marx, Robert W. and Broome, Frederick, “A Topologically Based Data Structure for a
Computer-Readable Map and Geographic System.” in Proceedings of the Workshop on Meth-
ods and Techniques for Digitizing Data. U.S. Geological Survey Open-file Report 85-307, 1985,
p. 59-85.

A.22 UCLGES

UCLGES (Unified Cartographic Line Graph Encoding System) is a system implemented by the
USGS National Mapping Division under a national mapping program initiated in 1975, to collect
and process Digital Cartographic <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>